
Problem: Learn a model simultaneously predict the 
label and identify a rational subgraph. 

l TopInG integrates TDA into GNNs for interpreting 
graphs by learning rationale filtration.

l Propose a new loss, topological discrepancy, 
measuring statistical difference on topological 
invariants --- persistent homology.

l Provide theoretical guarantees and a tractable 
approximation of our model.

l Experiments show TopInG improves performance 
on multiple benchmark datasets up to 20%+.
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Method
l Table 1: Interpretation Performance (AUC) on benchmark datasets. 

l Trade-off between Prediction & Interpretation

l Spurious correlations beyond rationale subgraph

l [New] Variform Rationale Subgraphs

Experiments

Main Idea: modeling an underlying graph generating process determined 
by an ordering                             consistent with the partition                          
i.e.: 

Persistent Homology: on a graph filtration                                                      a persistent 
homology is a chain of induced homology vector spaces connected by linear maps

 

Intuitively, using topological discrepancy to enlarge persistent topological gap

VisualizationChallenges Theory

A tractable lower bound; upper bound by a functional Gromov-Hausdorff distance

Theoretical Guarantee: optimized by ground truth rationale subgraphs

l Table 2: Prediction Accuracy (Acc) on benchmark datasets. 
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